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ABSTRACT
Emoji recommendation is an important task to help users find ap-
propriate emojis from thousands of candidates based on a short
tweet text. Traditional emoji recommendation methods lack per-
sonalized recommendation and ignore user historical information
in selecting emojis. In this paper, we propose a personalized emoji
recommendation with dynamic user preference (PERD) which con-
tains a text encoder and a personalized attention mechanism. In
text encoder, a BERT model is contained to learn dense and low-
dimensional representations of tweets. In personalized attention,
user dynamic preferences are learned according to semantic and
sentimental similarity between historical tweets and the tweet
which is waiting for emoji recommendation. Informative historical
tweets are selected and highlighted. Experiments are carried out on
two real-world datasets from Sina Weibo and Twitter. Experimental
results validate the superiority of our approach on personalized
emoji recommendation.

CCS CONCEPTS
• Information systems→ Information systems applications; Re-
trieval tasks and goals; Recommender systems.
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1 INTRODUCTION
Emoji is a new type of symbolic language expressing diversified
sentiments. They are popular on social platforms, with about 90%
of users using them in tweets frequently. And they transmit 6 bil-
lion emojis every day[10]. Compared with plain text, emojis are
artistic imitations of human facial expressions and body languages,
which help users express feelings vividly and enhance the senti-
ment expressions of short tweets[3]. The number of emojis has
expanded considerably in recent years. In Unicode 10.0, 1144 emo-
jis are defined and 112 emojis added in Unicode 14.0. Thus, users
may feel difficult to quickly select emojis from numerous candidate
emojis in social media platforms. Therefore, emoji prediction task
is proposed which aims to predict the accompanying emojis which
might be used in plain text. It gradually become an important task
in recommendation system.

Several traditional matrix factorization based methods[20] and
deep learning based methods[2][11][15] are proposed for emoji
prediction task. However, all these existing methods either do not
consider user preferences in emoji choice or learn fixed user prefer-
ences when facing different tweet text. In addition, user historical
tweets are ignored, which may be benefit for modeling user pref-
erences and implementing personalized and diverse emoji recom-
mendation.

To address these issues, we propose a personalized emoji recom-
mendation with dynamic user preference (PERD) model. The core
of our approach is text encoder and personalized attention. In text
encoder module, a pre-trained BERT model is contained to learn
text representations of tweets. Since historical tweets with different
semantics and sentiments imply different aspects of the user prefer-
ence, a personalized attention is designed to highlight informative
historical tweets and generate dynamic user preferences.

The main contributions of this paper are as follow.

• We propose a personalized emoji recommendation with dy-
namic user preference (PERD) model based on plain text
and user historical tweets. Experiment results show that our
model achieves better performance than baselines.

• We propose personalized attention module to learn dynamic
user preference representations from text and emojis in his-
torical tweets. Personalized attention module recognize and
highlight informative historical tweets. Emoji labels in histor-
ical tweets weighted sum to generate dynamic preferences.
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Figure 1: The architecture of our PERD model for emoji recommendation.

2 RELATEDWORK
A series of studies have been carried out on analysing and recom-
mending emojis. At first, scholars focused on analyzing the usage
of emojis. With further research on emojis, emoji prediction task
has begun to attract more attention. Barbieri et al.[4] defined the
emoji prediction task and designed a multi-modal method through
integrating textual and visual information. This research confirms
that emojis can be predictable based on text information. Felbo et
al.[8] proposed a sentiment and sarcasm detection method based
on neural networks, which pre-trained by emoji prediction task
on a dataset with 1246 million tweets and 64 common emojis. Fur-
ther, tens of studies on emoji prediction in multi-language were
published at SemEval 2018 as shared task[1]. The above studies
focus on single emoji prediction. It is observed that multiple emojis
are often contained in a piece of text in real life. This emoji usage
habit indicates that the multi-emoji prediction task is more practical
for application. Peng et al.[16] proposed a multi-emoji prediction
model, Seq2Emoji. They considered the correlation between emo-
jis and introduced diverse beam search method to enhance the
diversity of prediction. Wu et al.[18] proposed a neural method
for multi-emoji prediction through combining CNN and LSTM.
An attention mechanism is used to choose the words with more
information in text.

The above works predict emojis only through considering the
plain text. However, the contextual and personal information are
important factors about emoji choice. Zhao et al.[19] proposed
a matrix factorization method which makes full use of the con-
text sensitive information for emoji prediction. To take sentiment
factors and emoji position prediction into account, researchers
proposed the sentiment-aware emoji prediction task and emoji po-
sition prediction task. Zhao et al.[20] proposed a mmGRU model
to predict categories and positions of emojis, which leveraged the
strong correlations between emoji categories and their positions.
Lin et al.[14] proposed a BERT-BiLSTM-CRF model, which pre-
dicted emojis based on tweet text and sentiment polarities. Lee et

al.[13] presented a multi-task method for emoji recommendation.
An emotion detection task is introduced as an auxiliary task in
order to improve the performance of emoji recommendation.

3 OUR APPROACH: PERD
We first define the problem and then describe our personalized
emoji recommendationwith dynamic user preference (PERD)model
in detail. PERD method learns tweet representations through text
encoder. Then a user personalized attention is proposed to learn
user dynamic preferences from their historical tweets. Tweet rep-
resentations and user preference representations are integrated to
rank candidate emojis by calculating their scores. The architecture
of our approach is shown in Figure 1.

3.1 Problem Definition
In this paper, uppercase letters represent sets and correspond-
ing lowercase letters with superscripts indicate elements in sets.
We define user set 𝑈 = [𝑢1, 𝑢2, . . . , 𝑢𝑔] with size 𝑔, tweets data
𝑇 = [𝑡1, 𝑡2, . . . , 𝑡𝑛] with size 𝑛 and emoji set 𝐸 = [𝑒1, 𝑒2, . . . , 𝑒𝑚]
with size𝑚. The i-th tweet 𝑡𝑖 = [𝑤1,𝑤2, . . . ,𝑤𝑥 ] is composed of a
sequence of words. According to above definitions, our emoji rec-
ommendation task can be formulated as a multi-label task. Given a
tweet set and a user set with their recent posted tweets, our goal
is to recommend emojis which might be used in each tweet from
candidate emojis 𝐸. The ground-truth of predictions can be denoted
as 𝑌 = [𝑦1, 𝑦2, . . . , 𝑦𝑛]. 𝑦𝑖 = {0, 1}𝑚 indicates whether emojis are
used in the tweet 𝑡𝑖 . 𝑦𝑖 𝑗 = 1means that the j-th emoji 𝑒 𝑗 is included
in tweet 𝑡𝑖 .

3.2 Text Encoder
In our approach, the text encoder module is responsible for learning
tweet representations. The input of the text encoder is a sequence
of words 𝑡 = [𝑤1,𝑤2, . . . ,𝑤𝑥 ], and it will be converted to low-
dimensional dense vectors named tweet representations. Since the
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superior performance of the BERT model for NLP tasks, a pre-
trained BERT model is contained in the text encoder to generate
tweet representations. In BERT architecture, the first token of each
sequence is a unique token([CLS]) added in pre-processing stage.
The embedding of this unique token aggregates the semantics of
whole sequence. It is denoted as tweet representation ℎ.

ℎ = 𝐵𝐸𝑅𝑇 (𝑡) = 𝐵𝐸𝑅𝑇 (𝑤1,𝑤2, . . . ,𝑤𝑥 ) (1)

3.3 Personalized Attention
We propose personalized attention module to generate the user
dynamic personalized representations based on text and emojis in
their historical tweets. Considering the limitation of the training
time and run-time memory, we cannot fully utilize the whole user
historical tweets. For each user, we select their 𝑠 recent historical
tweets to form historical tweet list 𝑇 ′ = [𝑡 ′1, 𝑡

′
2, . . . , 𝑡

′
𝑠 ]. If the whole

number of historical tweets is less than 𝑠 , the empty part of 𝑇 ′ will
be filled with empty strings. The emoji labels 𝑌 ′ corresponding to
𝑇 ′ can be written as:

𝑌 ′ = [𝑦′1, 𝑦
′
2, . . . , 𝑦

′
𝑠 ] (2)

The tweet representations of𝑇 ′ can be calculated by text encoder,
denoted as:

𝐻 ′ = [𝐵𝐸𝑅𝑇 (𝑡1), 𝐵𝐸𝑅𝑇 (𝑡2), . . . , 𝐵𝐸𝑅𝑇 (𝑡𝑠 )] = [ℎ′1, ℎ
′
2, . . . , ℎ

′
𝑠 ] (3)

Due to the high correlation between emojis and semantics of text,
historical tweets with different semantics and sentiments usually
have different informativeness. When model predicts emojis for the
tweet 𝑡𝑖 , the higher similarity in semantics and sentiments between
𝑡𝑖 and historical tweets, the more user preference clues included.
For example, when we recommend emojis for a tweet "I got a good
grade in yesterday’s exam", the emojis used in historical tweets
with positive sentiment like "What a nice day!" are more likely to be
recommended, compared with emojis used in tweets with negative
sentiment. Therefore, recognizing important historical tweets is
useful for characterizing user preferences.

In the vanilla attention mechanism, attention weights are usually
calculated based on the same input of key and value vectors. In this
way, the information in historical emoji labels will lose. Hence, we
propose a personalized attention mechanism, which calculates the
weight parameters of 𝑠 historical tweets by defining the function
of the tweet representation ℎ, representations of historical tweets
𝐻 ′ and corresponding emoji labels 𝑌 ′. The query vector 𝑞 in the
personalized attention is calculated by the projection computation
of ℎ:

𝑞 =𝑊𝑞 ∗ ℎ + 𝑏𝑖𝑎𝑠𝑞 (4)

where𝑊𝑞 and 𝑏𝑖𝑎𝑠𝑞 are parameters. The inputs of the key vectors
𝐾 and the value vectors 𝑉 in personalized attention are represen-
tations of historical tweets 𝐻 ′ and corresponding emoji labels 𝑌 ′.
They are formulated as:

𝐾 =𝑊𝑘 ∗ 𝐻 ′ + 𝑏𝑖𝑎𝑠𝑘 (5)

𝑉 =𝑊𝑣 ∗ 𝑌 ′ + 𝑏𝑖𝑎𝑠𝑣 (6)

The attention weight of each historical tweet label is computed
through inner product and softmax operation between tweet query

𝑞 and historical tweet keys 𝐾 . The attention weight of j-th emoji
label can be formulated as:

𝑎 𝑗 = 𝑘
𝑇
𝑗 𝑞 (7)

𝛼 𝑗 =
𝑒𝑥𝑝 (𝑎 𝑗 )∑𝑠
𝑗=1 𝑒𝑥𝑝 (𝑎 𝑗 )

(8)

The final dynamic personalized representation 𝑐𝑖 of user 𝑢 and
tweet 𝑡𝑖 is the summation of historical emoji labels weighted by
attention weights:

𝑐𝑖 =

𝑠∑︁
𝑗=1

𝛼 𝑗𝑣
′
𝑗 (9)

With the help of user dynamic personalized representations,
our model implement personalized recommendation. For same text
edited by different users, our model can predict different emojis
which are tailored to user preferences.

3.4 Prediction and Model Training
In this section, we aim to predict the probability 𝑝𝑖 𝑗 of each emoji 𝑒 𝑗
for tweet text 𝑡𝑖 and define loss function to optimize our model. We
concatenate the tweet embedding ℎ𝑖 from the text encoder and the
user personalized representation 𝑐𝑖 from personalized attention. We
compute probability through sigmoid functions. Considering that a
tweet may contain several different emojis, we transform the multi-
label emoji prediction problem into𝑚 binary classification tasks.
𝑚 sigmoid activation functions are used to predict the probability
of𝑚 categories of emojis, which can be calculated as:

𝑝𝑖 𝑗 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (𝑊 ∗ 𝑐𝑜𝑛𝑐𝑎𝑡 (ℎ𝑖 , 𝑐𝑖 ) + 𝑏𝑖𝑎𝑠) (10)

where 𝑝𝑖 𝑗 ∈ [0, 1].𝑊 ,𝑏𝑖𝑎𝑠 are parameters.We use the cross-entropy
function for model optimization, which is formulated as:

𝜁 = −
𝑛∑︁
𝑖

𝑚∑︁
𝑗

(
𝑦𝑖 𝑗 𝑙𝑜𝑔

(
𝑝𝑖 𝑗

)
+
(
1 − 𝑦𝑖 𝑗

)
𝑙𝑜𝑔

(
1 − 𝑝𝑖 𝑗

) )
(11)

4 EXPERIMENTS
4.1 Experimental Setting
In this paper, our experiments are performed on two real-world
datasets named Weibo and Twitter, which are collected by Zhao et
al.[19]. There are 1.53 Million tweets posted by 89,600 users and
50 unique emojis in Weibo dataset. Twitter dataset contains 1.63
Million tweets, 6,500 users and 50 unique emojis.

In our experiments on Weibo dataset, the Chinese BERT model
pre-trained by Cui et al.[6] is used. The depth of the model is set to
12, the dimension of word vectors is set to 768, and the multi-head
number in attention is set to 12. In experiments on Twitter dataset,
the BERT-Medium model pre-trained by Devlin et al.[7] is used,
with 8 layers, 512 hidden states and 8 heads. The dimension of user
preference representations is same as that of word vectors. Due
to the limitation of run-time memory, the length of user historical
tweet list 𝑠 is set to 4. Adam[12] is used for gradient descend. The
initial learning rate is set to 5𝑒−5. Model training is completed
until the training iteration reaches the maximum epoch number
or the training loss stops decreasing. The model with the best
performance on the validation set is used for test. The metrics in
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our experiments are Precision, Recall, F1-Score, and NDCG scores.
Our code is released on GitHub1.

Table 1: Experimental results on Weibo Dataset
Methods Kim-CNN libFM B-LSTM DeepFM mmGRU CAPER PERD

P@5 0.0849 0.0929 0.1054 0.1011 0.1302 0.1151 0.1242
R@5 0.4238 0.3687 0.3962 0.3765 0.5191 0.4472 0.5337
F@5 0.1415 0.1484 0.1665 0.1594 0.2082 0.1831 0.2016
P@10 0.0604 0.0632 0.0814 0.0741 0.0789 0.0817 0.0822
R@10 0.6043 0.5013 0.3136 0.5522 0.6291 0.6349 0.7061
F@10 0.1098 0.1122 0.1318 0.1307 0.1402 0.1448 0.1472
N@5 0.2903 0.3105 0.3187 0.2688 0.5024 0.3399 0.3886
N@10 0.3321 0.3593 0.3663 0.3287 0.5408 0.3932 0.4307

Table 2: Experimental results on Twitter Dataset

Methods Kim-CNN libFM B-LSTM DeepFM mmGRU CAPER PERD

P@5 0.0763 0.0798 0.0837 0.1098 0.0916 0.1357 0.1691
R@5 0.3816 0.3225 0.1896 0.4201 0.3473 0.5242 0.6407
F@5 0.1272 0.1279 0.1161 0.1741 0.1450 0.2148 0.2676
P@10 0.0521 0.0590 0.0585 0.0748 0.0601 0.0909 0.1026
R@10 0.5211 0.4769 0.2652 0.5725 0.4558 0.6884 0.7778
F@10 0.0948 0.1050 0.0959 0.1324 0.1063 0.1606 0.1814
N@5 0.2301 0.2566 0.0872 0.3332 0.2835 0.4352 0.5826
N@10 0.3022 0.3435 0.1359 0.3833 0.3230 0.4831 0.6168

4.2 Performance Evaluation
The performance of PERD is compared with the following baselines:
libFM[17], B-LSTM[5], DeepFM[9], mmGRU[20], CAPER[19]. The
performance of different methods on Weibo and Twitter datasets
are shown in Table 1 and 2. We observe that our approach per-
forms better than all baselines. Compared with CAPER, our ap-
proach achieves 33.86% and 27.67% improvement on NDCG@5 and
NDCG@10 on Twitter dataset. Different from baseline methods,
PERD can recognize important historical tweets and characterize
user dynamic preferences with the help of personalized attention.
Therefore, our method PRED outperforms these methods. Further-
more, the performance of matrix factorization based methods such
as libFM, DeepFM and CAPER is close to the performance of deep
learning based methods such as mmGRU and Kim-CNN.

4.3 Ablation Study
To validate the advantage of personalized attention, we compare
the performance of PERD and its variants PERD-avg and PRED-.
PERD-avg averages the recent historical emoji labels to compute
fixed user preferences. PERD- model predict emojis only based on
plain tweet text without considering user preferences. According
to Table 3, we can observe that PERD and PERD-avg consistently
outperform PRED-. Firstly, compared with PRED-, the performance
of PERD-avg is greatly improved by using user historical informa-
tion through a simply average operation. This is probably because
user preference is an important factor that affects the choice of
emojis. And it can be well captured from user historical tweets.
Secondly, our model with personalized attention performs better
than its variant method, PERD-avg with average operation. This is
probably because emojis are closely related to the semantics and
sentiments of text. It leads to that historical tweets with different
semantics and sentiments usually contain different informativeness
for emoji recommendation. Therefore, it is important to recognize
and highlight important historical tweets through attention mecha-
nism in order to learn dynamic user preferences toward different
1https://github.com/Zhengbaibai/PRED

text. The experimental results confirm that dynamic user prefer-
ences can achieve more accurate and personalized recommendation
compared with fixed user preferences.
Table 3: Ablation studies on Weibo and Twitter Dataset

Weibo Twitter
Methods PERD- PRED-avg PERD PERD- PRED-avg PERD

P@5 0.1152 0.1213 0.1242 0.1562 0.1591 0.1691
R@5 0.4950 0.5211 0.5337 0.5916 0.6028 0.6407
F@5 0.1870 0.1968 0.2016 0.2471 0.2518 0.2676
P@10 0.0792 0.0808 0.0822 0.0970 0.0984 0.1026
R@10 0.6804 0.6945 0.7061 0.7355 0.7460 0.7778
F@10 0.1419 0.1448 0.1472 0.1715 0.1740 0.1814
N@5 0.3578 0.3795 0.3886 0.5386 0.5481 0.5826
N@10 0.4047 0.4227 0.4307 0.5767 0.5856 0.6168

Table 4: Discussion on the parameter 𝑠 on Weibo and Twitter
Datasets

Dataset s P@5 R@5 F@5 P@10 R@10 F@10 N@5 N@10

weibo
1 0.1199 0.5149 0.1945 0.0806 0.6923 0.1444 0.3715 0.4152
2 0.1203 0.5168 0.1952 0.0804 0.6907 0.1441 0.3734 0.4167
4 0.1242 0.5337 0.2016 0.0822 0.7061 0.1472 0.3886 0.4307

Twitter
1 0.1585 0.6006 0.2509 0.0984 0.7455 0.1738 0.5497 0.5846
2 0.1636 0.6196 0.2588 0.1002 0.7591 0.1770 0.5637 0.5995
4 0.1691 0.6407 0.2676 0.1026 0.7778 0.1814 0.5826 0.6168

4.4 Parameter Discussion
We explore the influence of hyperparameter 𝑠 on the performance
of our approach, which is the length of user historical tweet list.
The experimental results are shown in Table 4. It can be observed
that the performance of our approach consistently rises with the
increase of 𝑠 . And the ascending trend of the model performance
does not weaken with the increase of 𝑠 . This is probably because
more user historical tweets can help the model characterize better
and comprehensive user preferences. However, as 𝑠 increasing,
the training time and the running memory also rise. Due to these
limitations, we only conduct experiments with a maximum 𝑠 of 4.

5 CONCLUSION
In this paper, we propose a personalized emoji recommendation
with dynamic user preference (PERD) model. We design a text
encoder based on BERT to learn tweet representations from text.
And we propose a personalized attention to recognize the important
user historical tweets and characterize user dynamic preferences.
The experiments on real-world datasets validate the effectiveness
of our approach. In the future work, we try to combine the emoji
category prediction task with emoji position prediction task. Due
to an observation that the position of emojis is strongly related
with the category of emojis. The combination of these two related
tasks may be benefit for the recommendation performance.
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